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Introduction

Functional MRI (fMRI) has been in existence for
about eleven years (Bandettini, Wong, Hinks et al.,
1992; Blamire, Ogawa, Ugurbil et al., 1992; Frahm,
Bruhn, Merboldt et al., 1992; Kwong, Belliveau,
Chesler et al., 1992; Ogawa, Tank, Menon et al.,
1992). During this time, the technique has experi-
enced explosive growth. The reasons for this growth
include the following: (a) demonstrated robustness
and reproducibility; (b) minimal invasiveness; (c)
the wide availability of the necessary hardware; (d)
the unique functional spatial and temporal resolu-
tion niche that it fills; (e) the increasing accuracy
of the interpretation of the functional contrast; and,
importantly, (f) the potential that it promises.

The evolution of fMRI as a whole can perhaps
be better understood as the co-development of four
components. Each component can open up new ad-
vancement possibilities for the others, and likewise,
a need in one component can focus or motivate the
development of the other components. These four
co-evolving components create the structure of this
chapter. They are: Technology, methodology, inter-
pretation, and applications. The history of fMRI can
be sketched from this four-component perspective.
Fig. 1 is an attempt to graphically illustrate a time
line of the advancement of many, but certainly not
all, significant aspects of each component. The times
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are approximate and of course many categories are
left out. This is simply an attempt to illustrate how
each component has evolved in parallel.

The technology component consists of the hard-
ware, pulse sequences used, and devices used for
subject interface and handling. The methodology
component primarily consists of mannerisms by
which the fMRI experiment is carried out, inti-
mately related to the subsequent processing meth-
ods. The interpretation component consists of all
the advancements that have taken place towards bet-
ter understanding the fMRI signal change dynamics,
magnitude, linearity, and heterogeneity. Lastly, the
application component is typically the receiver of
these advancements but is also the driver of the
development of the other three components.In this
chapter, each component is described, with greater
emphasis placed on the technology, methodology,
and interpretation components of fMRI.

Technology

It is tool advancement that has driven and contin-
ues to drive the development of fMRI more than
anything. Without the ability to perform high-speed
imaging, in particular echo-planar imaging (EPI),
and without the creation of magnets of 1.5 Tesla or
higher, functional MRI would not at all be where it is
now. This section overviews the major technological
advances and issues related to fMRI, including the
advancements of field strength, gradient, and pulse
sequence technology. Pulse sequences are described
from the perspective of the achievement of high
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Fig. 1. Approximate timetable delineating some, but of course, not all major developments related to functional MRI within the categories

of technology, methodology, interpretation, and applications.

temporal and spatial resolution as well as that of
obtaining of more specific functional information. I
strongly feel that it is important for all fMRI prac-
titioners to at least have some perspective of the
issues involved with pushing the technology. All of
the text is specifically written to be readable by a
non-specialist.

Hardware

As a guide, a drawing of the basic components of an
MRI scanner is shown in Fig. 2. Protons precess at
a frequency that is proportional to the magnetic field
that they are experiencing. At higher frequencies,
the magnetic moment of protons, and therefore the
amount of signal produced, is greater. This relation-
ship is linear. Functional MRI contrast also increases
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approximately linearly with field strength (Gati,
Menon, Ugurbil and Rutt, 1997; Menon, Ogawa,
Tank and Ugurbil, 1993; Turner, Jezzard, Wen et
al.,, 1993). In addition, at higher field strengths,
blood oxygenation level-dependent (BOLD) contrast
is thought to be more specific to capillaries (Gati
et al.,, 1997; Lee, Silva, Ugurbil and Kim, 1999).
This increased signal-to-noise, functional contrast,
and specificity has driven the creation of higher
field strength magnets for human functional MRI. In
1984, 1.0 T was considered high. In 1988, 1.5 T was
considered high. In 1993, 3 and 4 T were at the upper
end of what was considered high. In 1998, the FDA
approved the first 3-T magnets for clinical use, ac-
celerating mass production of such magnets. At this
point in time, 7 T to 8 T are considered ‘high’ fields
for human imaging. The progression continues. Hu-
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Fig. 2. Basic diagram of the MRI scanner. The primary coils are the superconducting coil to create the main magnetic field, the shim

coils, the gradient coil, and the RF excitation and receive coils.

TABLE 1

Advantages and disadvantages of high field strength functional MRI

Advantages

Disadvantages

Signal to noise is linearly proportional to field strength.

Functional contrast to noise increases with Bo, allowing
comparisons of subtler signal changes or allowing for shorter
scans for similar quality functional maps.

High signal to noise allows higher resolution to be obtained.

Blood T1 increases, increasing functional contrast for arterial spin
labeling (ASL) perfusion imaging techniques. It is thought that at
just above 7 T, perfusion and BOLD functional contrasts are
similar.

At field strengths of 3 T or above, vein T2* becomes much less
than gray matter T2*, making the creation of venograms a simple
matter of collecting a high-resolution T2* scan.

At field strengths of 9 T or greater, intravascular contribution is
gone, therefore enabling more precise functional localization.

In fMRI, what matters is temporal signal to noise, which does not
scale with field strength at typical (low) resolutions since
physiologic fluctuations, independent of field strength, contribute
significantly. This will blunt the Bo-based gains in S/N and
functional contrast to noise.

Baseline T2* and T2 also decrease with Bo, therefore lowering the
TE at which optimal contrast is obtained, reducing the gain in
functional contrast to noise somewhat.

To achieve the high resolution, one needs a longer readout
window (difficult at higher field strengths) or multi-shot imaging
(time consuming and more temporally unstable).

At typical fMRI resolutions, signal dropout is greater at higher
field strengths, requiring better shimming techniques and/or
smaller voxel sizes.

RF power deposition issues are more significant at higher field
strengths, therefore limiting continuous arterial spin labeling
techniques and high-resolution fast spin-echo imaging.

It is more difficult to create a homogeneous RF power deposition
at higher field strengths.

man scanners in the range of 9-12 T are being de-
signed and built. Higher fields of course cost more to
create and are accompanied with their own technical
hurdles. The advantages and disadvantages of high
field strength are outlined in more detail in Table 1.

Because of high functional contrast and high sig-
nal to noise, higher fields are considered more ad-
vantageous than lower fields for functional MRIL
To realize these advantages, many difficulties need
to be overcome. For ‘standard’” fMRI applications,
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Fig. 3. Depiction of the signal dropout and warping characteristic of echo-planar imaging (EPI) at 3 T. Signal dropout is influenced
by relative field inhomogeneity. The effects of this can be modulated by voxel size and dimension. Image warping is influenced by
field inhomogeneity and readout window duration. The shorter the window duration, the less the warping effects. The image set on the
left is a typical high-resolution, multi-shot anatomical scan. The image set in the middle consists of the same anatomical locations but
obtained using EPI (64 x 64 matrix size). Voxel dimension (3.12 x 3.12 x 5 mm). The image on the right shows the echo-planar images
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superimposed, in blue, over the anatomical scans. (Image courtesy of E. Kapler and P. Bellgowan.)

1.5 T is considered the threshold minimum field
strength. For imaging at the base of the brain or
near sinuses or air passages, it may very well be the
only field currently able to successfully do it while
also allowing whole-brain imaging at the same time
(without advanced shimming methods). Methods to
combat signal dropout at higher field strengths in-
clude: shortening the echo time (TE), reducing the
voxel volume (or at least the voxel dimension per-
pendicular to the susceptibility gradient), performing
localized shimming, or performing techniques such
as z-shim. A sobering example of the somewhat
dramatic difference in image quality and coverage
between typical EPI collection and standard anatom-
ical imaging at 3 T is shown in Fig. 3. The EPI set is
overlaid in blue on the anatomical set. The areas that
are not blue are completely missed by EPIL.

For extremely high-resolution functional imag-
ing (i.e. sub-millimeter voxel volumes), multi-shot
EPI (to achieve the necessary spatial resolution) and
field strengths at or above 4 T or above (to provide
a high enough signal-to-noise ratio) are required
(Cheng, Waggoner and Tanaka, 2001; Menon and
Goodyear, 1999; Menon, Ogawa, Strupp and Ugur-
bil, 1997). Functional MRI at 3 T may be the best
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compromise between sensitivity and signal dropout
when performing whole-brain imaging. A key piece
of developing technology, along with RF coil tech-
nology, that will allow for whole-brain imaging at
higher field strength is that involving shimming or
pulse-sequence-based correction of magnetic field
distortion effects, such as z-shimming (i.e. Glover,
1999a). This technology has very much room for
improvement.

These improvements in shimming can be realized
by increasing the electric current and voltage to
shim coils, increasing the number of shim coils and
their proximity to the brain, and perhaps working
with non-orthogonal shim coil strategies. Lastly, if
the current or voltage to shim coils is increased,
then a separate shim setting for each slice may be
used and switched between each image acquisition,
allowing a much more robust and specific method for
magnetic field inhomogeneity compensation. These
are all advancements for the future.

Magnetic field gradient creation and modulation
is a necessary step to spatially encode protons and
therefore create an MR image. In conventional,
multi-shot imaging, an RF pulse is applied and the
gradients are modulated, one RF pulse at a time,
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to create the image. The number of RF pulse and
gradient modulation pairs performed determines the
y-resolution of the image. In EPI, the gradients are
modulated (or switched) approximately the number
of lines necessary to encode the image. Because
the signal decays at a rate of T2* after the initial
RF pulse, if the spatial encoding for an imaging
plane is to be performed following a single RF pulse
(i.e. with a single ‘echo’, hence the name ‘echo-
planar imaging’), it needs to be done very rapidly
(otherwise the MRI signal will die away), therefore
requiring rapidly switched gradients. With typical
current technology, it takes approximately 25 to 40
ms to perform 64 spatial encoding steps. This limit is
determined partially by physical limits of the scanner
and by biological limits of the subject. If the rate of
change of the magnetic field is too high, currents
may be induced in the peripheral nerves, creating the
sensation of ‘twitching” which is not dangerous but
can be painful.

Three methods exist for switching the gradients
rapidly (Cohen and Weisskoff, 1991). One is to
have extremely high-powered gradient amplifiers —
a brute force approach. Another is to resonate the am-
plifier with the gradients, providing less flexibility in
adjusting the gradient readout parameters. A third is
to use a low-inductance gradient coil that does not
require a large amount of power to create a rapidly
switched and strong gradient. For imaging humans,
the first systems were either the resonant type or stan-
dard clinical systems equipped with home-built low-
inductance gradient coils. The use of local gradient
coils, while cheap, does not offer much room for pa-
tients or for stimulus delivery. The introduction of EPI
on clinical scanners — using the brute force high-
powered gradient amplifier approach — was critical
in the explosive growth in fMRI applications. This
allowed users to simply buy a system for doing EPI
rather than relying on the development of a system
by a local team of physicists. Currently, hundreds of
such systems are in operation, whereas, in 1992, only
a small handful of centers could perform EPL

Fig. 4 shows the prototype gradient coils used
by the fMRI research lab at the Medical College
of Wisconsin for 8 years on an otherwise standard
clinical system (Wong, Bandettini and Hyde, 1992).
Such a local gradient coil, designed and constructed
by Eric Wong, currently of the University of Cal-
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ifornia, San Diego, is also advantageous in that
higher-gradient switching rates are achievable with-
out inducing currents in peripheral nerves. Fig. 5
shows a 3 T General Electric scanner currently used
at the NIH. It is equipped with whole-body gradients.
Methods being developed to further increase gradi-
ent performance involve combining low-inductance
gradient coil technology with high-powered gradi-
ent amplifiers. Using this technology, in combination
with higher bandwidth receivers, and novel image
encoding techniques based on multiple RF coil sen-
sitivities, higher-resolution single-shot EPI will be
possible. In addition, such applications such as dif-
fusion tensor imaging will be possible in shorter
amounts of time — a critical variable towards mak-
ing such techniques ubiquitous in the clinic.

The last piece of technology discussed here is that
of RF coils. Typically, for whole-brain imaging a
quadrature 8 to 12 element coil is used. Most clinical
RF coils are sensitive to signal from the entire head
and upper neck area and are therefore sub-optimal
for fMRI of the brain. Gains typically in the range of
30% in signal to noise can be obtained by using an
RF coil that is closer to the head and has a reception
field that does not extend beyond the base of the
brain. One should be aware that, again, while gains in
S/N of 30% are of course good, the temporal signal
to noise is what really matters in functional MRIL
At typical voxel volumes (3 x 3 x5 mm?), a gain
in 30% in signal to noise will likely translate to no
more than a gain in about 10% in temporal signal to
noise, given the presence of cardiac and respiratory
fluctuations over time. At higher spatial resolutions,
where thermal (or non-physiologic) noise dominates,
gains in temporal contrast to noise will be more
substantial with the use of more sensitive coils.

Surface coils have been typically used when
imaging at very high resolution over a specific and
highly localized region of interest, such as the visual
or motor cortex. In this case, a small RF coil is
placed over the region of interest. The signal to noise
in this region is a function of the coil size, i.e. the
smaller the coil, the greater the signal-to-noise ratio.
A problem with surface coils is that they do not
have a homogeneous reception or excitation field.
This is a problem for reception in that the sensitivity
drops off rapidly. It is a larger problem for excita-
tion since the excitation energy is inhomogeneously
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1991-1992

1992-1999

Fig. 4. Two versions of local head gradient coils, modeled by the author, and created by Eric Wong (currently at UCSD), used at the
Medical College of Wisconsin. These low-inductance coils were necessary for performing echo-planar imaging on a standard clinical

scanner (circa 1991-1998).

distributed, meaning that in one part of the brain,
a 90° flip angle might be created, and 5 cm away,
a 40° flip angle might be created. To create a ho-
mogeneous flip angle distribution, it is necessary to
use either specialized excitation pulses or a larger
coil for excitation. Typically, at 1.5 T, whole-body
RF coils are typically used for excitation, therefore
obviating this problem. At higher field strengths than
3 T, whole-body coils are not yet feasible. A work-
able strategy has been to use an intermediate-sized
coil for excitation, and smaller coils inside the large
coil for reception. In this case, a large excitation coil
gives a homogeneous distribution of RF power and
the surface receive coil focuses on a specific region
for high-resolution and/or signal-to-noise fMRI.
Surface coils can be combined into arrays to
increase signal-to-noise and brain coverage. In ad-
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dition, specific pulse sequences involving RF sensi-
tivity encoding are being designed to make use of
independent surface coil arrays to increase signal
to noise, imaging speed, image quality, and image
resolution.

Pulse sequences

Functional MRI pulse sequences have developed
along two paths. The first is towards the goal of ob-
taining the highest resolution and artifact free image
as possible. The second is towards the goal of ob-
taining as specific and perhaps quantitative neuronal
and/or physiologic information as possible. In this
section, image acquisition strategies will first be dis-
cussed, and then information extraction methods will
be described. In the section on information extrac-
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Fig. 5. Clinical whole-body scanner with EPI capability. 3 T and EPI have become standard clinical products by most manufacturers

after about 1998.

tion methods, a discussion on the major techniques
will be given along with that of tradeoff issues and
contrast sensitivity optimization issues.

Image quality and resolution

As mentioned above, the image acquisition rate is
limited not only by how rapidly the imaging gradi-
ents can be switched and how rapidly the signal can
be digitized but, for obtaining multiple images, it is
also limited by the time it takes for protons to recover
signal once they have been excited. MRI can be di-
vided into single-shot and multi-shot techniques. In
single-shot techniques, spins are excited with a sin-
gle excitation pulse and all the data necessary for
creation of an image are collected at once. Multi-
shot techniques are the most commonly used method
for high-resolution anatomical imaging. Usually, a
single ‘line’ (in k-space) of raw data is acquired
with each excitation pulse. Because of the relatively
slow rate at which the magnetization returns to equi-
librium following excitation (determined by the T1
of the tissue), a certain amount of time is required
between shots; otherwise the signal would rapidly
be saturated. Because of this required recovery time

(at least 150 ms), multi-shot techniques are typically
slower than single-shot techniques. For a 150-ms
TR, a fully multi-shot image with 128 lines of raw
data would take 150 ms x 128 =19.2 s.

In the case of echo-planar imaging, the entire data
set for a single plane is typically acquired in about
20 to 40 ms. For an fMRI experiment, the TE is
about 40 ms. Along with some additional time for
applying other necessary gradients, the total time for
an image to be acquired is about 60 to 100 ms,
allowing 10 to 16 images to be acquired in a second.
Improvements in digital sampling rates and gradient
slew rates will allow further gains in this number, but
essentially, this is about the upper limit for imaging
humans.

In the context of an fMRI experiment with echo-
planar imaging, the typical image acquisition rate is
determined by how many slices can temporally fit
into a TR time. For whole-brain imaging, approxi-
mately 20 slices (5 mm thickness) are required to
cover the entire brain. This would allow a TR of
about 1.25 to 2 s at minimum. This sampling rate is
more than adequate to capture most of the details of
the slow and dispersed hemodynamic response.
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Fig. 6. Strategies for obtaining higher-resolution EPI. Top left depicts the standard single-shot EPI technique. Note that when the images
are being collected, the signal is constantly decaying thus limiting the amount of useful sampling time. The strategy on the top right,
conjugate synthesis, makes use of the redundancy of the k-space data to almost double the resolution in the phase encode direction. The
strategy on the bottom is multi-shot EPI, which allows for double the resolution in the phase encode direction. The tradeoff is that the
technique takes twice the time (two RF excitations) and sacrifices some temporal stability.

Image spatial resolution is also primarily deter-
mined by the gradient strength, the digitizing rate,
and the time available. For multi-shot imaging, as
high resolution as desired can be achieved if one
is willing to wait: one can keep on collecting lines
of data with more RF pulses. For single-shot EPI,
the free induction decay time, T2*, plays a sig-
nificant role in determining the possible resolution.
One can only sample for so long before the signal
has completely decayed. For this reason, echo-planar
images are generally of lower resolution than multi-
shot images. To circumvent the problem of decaying
transverse signal, two strategies are commonly used
(Cohen, 1999; Cohen and Weisskoff, 1991). The first
strategy is multi-shot EPI, in which a larger k-space
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data set is acquired in multiple interleaved passes
(but still with many fewer passes than for conven-
tional clinical multi-shot imaging). The second strat-
egy is to perform an operation called conjugate syn-
thesis, which involves making use of the fact that due
to symmetry in the full k-space data, half of the data
that conventionally is collected is redundant. By only
measuring the minimum lines absolutely required,
the uncollected lines of k-space can be calculated
using the symmetry properties. This allows a gain of
at most twice the spatial resolution in one direction,
with some cost in signal-to-noise ratio and image
quality (Jesmanowicz, Bandettini and Hyde, 1997).
The procedure is also known as partial k-space EPI.
These techniques are schematically shown in Fig. 6.
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Multi-shot EPI suffers from some additional tem-
poral stability problems that arise from the fact that
the image acquisition takes longer than a complete
cardiac cycle. In such a case, misalignment in k-
space lines, sensitive to the phase of the cardiac
cycle, can occur, creating ghosting that exists in
each image and is variable from image to image
due to variable sampling of the cardiac cycle. Nav-
igator echoes, extra echoes used to help correct the
phase errors that can occur with cardiac and respira-
tory pulsation, are somewhat effective in correcting
these k-space misregistration problems. With par-
tial k-space acquisition, the image quality tends to
suffer because complete phase information for all
k-space lines is not obtained. A further advantage
of multi-shot EPI is that if the resolution is kept
the same as with single-shot imaging, the effective
readout echo intervals are shorter, reducing image
distortion, which is proportional to the readout win-
dow width. This has been a way to work around
the echo-planar image warping, and subsequent mis-
registration with higher-resolution image, problem to
obtain a high-resolution multi-shot image with the
same warping as a single-shot echo-planar image.
Keeping the readout window the same width, and
simply obtaining more lines in k-space by increasing
the number of shots, is a way to do this.

Neuronal and physiologic information extraction
The second pulse-sequence development direction
is along the direction of increasing the amount and
quality of functional information that can be obtained
from time series data.

Several types of physiologic information can
be mapped using fMRI. This information includes
baseline cerebral blood volume (Moonen, vanZijl,
Frank et al., 1990; Rosen, Belliveau, Aronen et al.,
1991; Rosen, Belliveau and Chien, 1989), changes
in blood volume (Belliveau, Kennedy, McKinstry et
al., 1991), baseline and changes in cerebral perfu-
sion (Detre, Leigh, Williams and Koretsky, 1992;
Edelman, Sievert, Wielopolski et al., 1994b; Kim,
1995; Kwong, Chesler, Weisskoff and Rosen, 1994;
Williams, Detre, Leigh and Koretsky, 1992; Wong,
Buxton and Frank, 1997), and changes in blood oxy-
genation (Bandettini et al., 1992; Frahm et al., 1992;
Haacke, Lai, Reichenbach et al., 1997; Kwong et
al., 1992; Ogawa and Lee, 1992; Ogawa, Lee, Kay
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and Tank, 1990; Turner, LeBihan, Moonen et al.,
1991). Recent advances in fMRI pulse sequence and
experimental manipulation have allowed quantitative
measures of oxygen extraction fraction (vanZijl, El-
eff, Ulatowski et al., 1998), CMRO, changes data
(Davis, Kwong, Weisskoff and Rosen, 1998b; Hoge,
Atkinson, Gill et al., 1999a; Hoge, Atkinson, Gill
et al., 1999b; Kim and Ugurbil, 1997) and dynamic
non-invasive measures in blood volume (Liu, Luh,
Wong et al., 2000) with activation to be extracted
fMRI. Below, a quick overview of each technique is
given. In addition, the issue of hemodynamic speci-
ficity is discussed.

Blood volume. In the late 1980s, the use of rapid
MRI allowed tracking of transient signal intensity
changes over time. One application of this utility
was to follow the T2* or T2 weighted signal intensity
as a bolus of an intravascular paramagnetic contrast
agent passes through the tissue of interest (Rosen
et al.,, 1989). As it passes through, susceptibility-
related dephasing increases then decreases as the
bolus washes out. The area under these signal atten-
uation curves are proportional to the relative blood
volume. In 1990, Belliveau and colleagues took this
one step further and mapped blood volume during
rest and during activation (Belliveau et al., 1991).
The first maps of brain activation using fMRI were
demonstrated with this technique. As soon as the
technique was demonstrated it was rendered basi-
cally obsolete (for brain activation imaging) by the
use of an endogenous and oxygen-sensitive contrast
agent: hemoglobin. Recently, non-invasive methods
for dynamic measurement of blood volume have
been suggested (Liu et al., 2000), yet due to signal-
to-noise limitations, have not yet been implemented.

Blood oxygenation. As early as the 1930s it was
known that deoxy-hemoglobin was paramagnetic
and oxy-hemoglobin was diamagnetic (Pauling and
Coryell, 1936). In 1982 it was discovered that
changes in blood oxygenation changed the T2 of
blood, but it was not until 1989 that this knowledge
was used to image in vivo changes in blood oxy-
genation (Thulborn, Waterton, Matthews and Radda,
1982). Blood oxygenation level-dependent contrast,
coined BOLD by Ogawa et al. (Ogawa et al., 1992),
was used to image the activated brain for the first
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time in 1991. The first results using BOLD con-
trast for imaging brain function were published in
1992 (Bandettini et al., 1992; Kwong et al., 1992;
Ogawa et al., 1992). The basic concept behind this
contrast mechanism is that with brain activation, a
localized increase in blood flow causes an increase in
blood oxygenation that exceeds metabolic need. Its
presence of deoxy-hemoglobin in the blood causes
T2* and T2 to be decreased. With the increase in
blood oxygenation, and corresponding decrease in
the amount of deoxyhemoglobin, T2* and T2 in-
crease, leading to a small signal increase in T2 and
T2* weighted images. Because of its sensitivity and
the ease of implementation of gradient-echo (T2*
weighted sequences) imaging, BOLD contrast using
gradient-echo imaging has emerged to be the most
commonly used fMRI method. Asymmetric spin-
echo techniques, used extensively by one of the first
groups to perform fMRI (Kwong et al., 1992), and
having similar contrast as gradient-echo techniques,
have been implemented.

Blood perfusion. An array of new techniques exists
for mapping cerebral blood perfusion in humans.
For a recent review, please refer to Wong (1999).
Arterial spin-labeling-based perfusion mapping MRI
techniques, abbreviated as ASL techniques, are con-
ceptually similar to other modalities such as positron
emission tomography (PET) and single photon emis-
sion computed tomography (SPECT) in that they
involve tagging inflowing blood, and then allowing
flow of the tagged blood into the imaging plane.
The RF tagging pulse is usually a 180° pulse that
‘inverts’ the magnetization.

These techniques can be subdivided into those
which use continuous arterial spin labeling, which
involves continuously inverting blood flowing into
the slice, and those that use pulsed arterial spin la-
beling, which involves periodically inverting a block
of arterial blood and measuring the arrival of that
blood into the imaging slice. Examples of these
techniques include ‘echo-planar imaging with signal
targeting and alternating RF’ (EPISTAR) (Edelman,
Siewert and Darby, 1994a) and ‘flow-sensitive al-
ternating inversion recovery’ (FAIR) (Kim, 1995;
Kwong, Chesler, Weisskoff et al., 1995). Recently,
a pulsed arterial spin labeling technique known as
‘quantitative imaging of perfusion using a single
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subtraction’ (QUIPSS) has been introduced (Wong,
Buxton and Frank, 1998).

Hemodynamic specificity. With each of the above-
mentioned techniques for imaging volume, oxygena-
tion, and perfusion changes, the precise type of
observable cerebrovascular information can be more
finely delineated. While this information, described
below, is typically more than most fMRI users are
primarily concerned about, it is useful to have an
abbreviated summary of how specific MRI can be.
Please refer to Fig. 7 for a schematic depiction
of pulse sequence sensitization to specific vascular
components and the heterogeneity of the vasculature
across voxels. It shows intravascular and extravascu-
lar signal. If the specific vessel type is filled in (either
red: arteries; or blue: veins), then there exists a con-
tribution from intravascular effects. If the region
around the vessel is filled in, then there extravas-
cular spins (exchanging spins — with ASL, and
extravascular gradients — with BOLD) contribute
to the functional contrast. Regarding susceptibility
contrast imaging, spin-echo sequences are more sen-
sitive to small susceptibility compartments (capillar-
ies and red blood cells) and gradient-echo sequences
are sensitive to susceptibility compartments of all
sizes (Bandettini and Wong, 1995; Boxerman, Ham-
berg, Rosen and Weisskoff, 1995b; Kennan, Zhong
and Gore, 1994; Ogawa, Menon, Tank et al., 1993;
Weisskoff, Boxerman, Zuo and Rosen, 1993). A
common mistake is to assume that spin-echo se-
quences are sensitive to capillaries only. Since red
blood cells also are also ‘small compartments’, spin-
echo sequences are selectively sensitive to intravas-
cular signal arising from small and large vessels
(Boxerman, Bandettini, Kwong et al., 1995a). Since
BOLD contrast is highly weighted by the resting
state blood volume that happens to be in the voxel, it
is likely that many voxels having pial vessels running
through them will have at least 50% blood volume.
These voxels are therefore likely to show the largest
gradient-echo and spin-echo signal changes. At field
strengths of 9 T of above, intravascular spins may
no longer contribute since the T2* and T2 of blood
becomes extremely short (Lee et al., 1999).

Outer volume RF saturation removes inflowing
spins (Duyn, Moonen, van Yperen et al., 1994),
therefore reducing non-susceptibility-related inflow
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Fig. 7. Diagram showing the vascular tree and the spatial heterogeneity of the vasculature over space. An important point is that many

of the hemodynamic variables that influence BOLD contrast vary

considerably from voxel to voxel. The pulse sequences (ASL, arterial

spin labeling; TI, inversion time), (GE, gradient echo; SE, spin echo) and their manipulations (velocity nulling — basically the addition
of diffusion gradients) can sensitize the signal to specific aspects of the vascular tree when used to observe hemodynamic changes with
brain activation. A challenge is that as the sequences become more sensitized to capillaries exclusively, the signal to noise (and therefore
functional contrast to noise) drops significantly. Most users put up with the sensitivity across different blood pools in order to maximize

functional contrast to noise.

changes when using short TR (with high flip angle)
sequences. Diffusion weighting or ‘velocity nulling’,
involving the use of b > 50 s?>/mm, effectively de-
phases rapidly moving intravascular signal (Box-
erman et al., 1995a) therefore reducing, but not
eliminating, large vessel effects (intravascular ef-
fects are removed but extravascular effects remain)
in gradient-echo fMRI and all large vessel effects
in spin-echo fMRI. A significant caveat in this ap-
proach is that, at 1.5 T, application of this amount of
diffusion weighting reduces BOLD signal by about
60% (Boxerman et al., 1995a) which is prohibitive
under even the most optimal circumstances. This
also implies that, at 1.5 T, up to 60% of the BOLD
signal comes from intravascular signal and not from
protons in tissue experiencing modulation of mag-
netic field gradients around vessels.

Performing BOLD contrast fMRI at high field
strengths has the same effect as diffusion weight-
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ing in the context of susceptibility-based contrast
because the T2* and T2 of venous blood becomes
increasingly shorter than the T2* and T2 of gray
matter as field strength increases, therefore less sig-
nal will arise from intravascular space at higher
field strengths (Menon et al., 1993). This unique
characteristic of imaging at high field strengths can
be put to use in the creation of high-resolution
venograms (Menon et al., 1993). An example of a
high-resolution venogram created at 3 T (courtesy of
S. Casciaro and Z. Saad) is shown in Fig. 8. This
particular display is a minimum intensity projection
of simply a T2* weighted multi-shot sequence.

Mapping of CMRO,. Recently, advances in mapping
activation-induced changes in the cerebral metabolic
rate of oxygen (CMRO,) using fMRI have devel-
oped (Davis et al., 1998b; Hoge et al., 1999a,b; Kim,
Rostrup, Larsson et al., 1999). The basis for such
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¥

Venograms (3T)

Fig. 8. High-resolution venograms. 3D T2* weighted sequence.
The display is a minimum intensity projection across about 5 1-
mm-thick slices. (Axial 3D, SPGR, Flow compensated, TE = 30
ms, TR = 50 ms, Flip angle = 20 degrees, FOV 22, Thickness:
1 mm, 512 x 256, 1 NEX.) These images show veins (dark)
independent of flow velocity. Because blood T2* is shorter than
gray matter T2* at field strengths of 3 T and higher, one simply
needs to collect a T2* weighted image. Collection in 3D mode
substantially improves signal to noise, and the use of minimum
intensity projection (a feature of AFNI) improves delineation of
the veins. Of course, other sources of field inhomogeneities on
the spatial scale of veins can lead to some misinterpretation.
(Courtesy of S. Casciaro and Z. Saad.)

inferences is that BOLD and perfusion contrast can
be explained by the combination of a handful of
parameters. The number of unknown parameters can
be reduced, using the appropriate pulse sequence se-
lection, or, the physiologic state can be manipulated.
Normalization or calibration using a hypercapnia
stress has evolved to be a method for reducing the
number of unknown parameters to allow for map-
ping of changes in CMRO, (Davis et al., 1998b).
The basic concept here is that when the brain is ac-
tivated, increases in flow, volume, and oxygenation
are accompanied by an increase in CMRO,. When
a subject at rest is undergoing a hypercapnic stress
(5% CO,), the cerebral flow, volume, and oxygena-
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tion increase without and accompanying increase in
CMRO,, therefore less oxygen is extracted from the
blood, allowing the blood oxygenation change, rela-
tive to the perfusion change, to be greater than with
brain activation. By comparing the ratio of the (si-
multaneously measured) perfusion and BOLD signal
changes during hypercapnia and during brain activa-
tion, CMRO, information can be derived.

Methods for extraction of baseline CMRO, are
on the immediate horizon (An, Lin, Celik and Lee,
2001). The key to these techniques is the more pre-
cise extraction of hemodynamic information, such as
blood volume and blood oxygenation, and the use of
appropriate calibration procedures.

Tradeoffs of each technique. Table 2 summarizes the
practical tradeoffs involved with the use of each of
the above-mentioned types of sequences for infor-
mation extraction.

With BOLD contrast, several distinct advantages
exist. First, it is of course, completely non-invasive.
Second, the functional contrast to noise is at least
a factor of 2 to 4 greater than that of perfusion
imaging. Third, it is easiest to implement since it
only requires, typically, a gradient-echo sequence
with an echo time (TE) = 30 to 40 ms. Fourth,
it is nearly trivial to perform multi-slice whole-brain
echo-planar imaging (EPI). All that is required is that
the repetition time (TR) is long enough to accommo-
date all of the slices in each volume. Typically, with
a TE of about 40 ms, the total time for acquiring
a single-shot echo-planar image is about 60 to 100
ms, which translates to a rate of 10 to 16 slices per
second. If a reduced number of slices is allowed,
then a very short TR can be utilized for fine tem-
poral mapping of the dynamics of the BOLD signal
change.

Several disadvantages exist in regard to BOLD
contrast imaging. First, as is described above, BOLD
contrast is extremely complicated, involving the in-
terplay of perfusion, CMRO;, and volume changes,
and modulated by the heterogeneity of the vascu-
lature and neuro-vascular coupling over time and
space. This problem leads to limits of interpreta-
tion of the location, magnitude, linearity, and dy-
namics of BOLD contrast signal. In addition, it
makes across-population comparisons, clinical map-
ping, and pharmacologic effect mapping extremely
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TABLE 2
Summary of the practical advantages and disadvantages of pulse sequences that have contrast based on BOLD, perfusion, volume, and
CMRO;
Advantages Disadvantages
BOLD — highest functional activation contrast by a factor of 2 to 4 over perfusion - complicated non-quantitative signal
— easiest to implement — no baseline information
— multi-slice trivial — susceptibility artifacts
— can use very short TR
Perfusion  — unique and quantitative information — low functional activation contrast (up to 7 T)
— baseline information — longer TR required
— easy control over observed vasculature — multi-slice is difficult
— non-invasive — slow mapping of baseline information
— no susceptibility artifacts
Volume — unique information — invasive
— baseline information — susceptibility artifacts
— multi-slice is trivial — requires separate rest and activation runs
— rapid mapping of baseline information
CMRO, — unique and quantitative information — semi-invasive (requires CO, inhalation)

— low functional activation contrast
— susceptibility artifacts

— processing intensive

— multi-slice is difficult

— longer TR required

challenging. Also, unlike the perfusion and volume
mapping methods, no baseline oxygenation informa-
tion can, yet, be obtained since resting state T2* and
T2 times are dominated by tissue type rather than
oxygenation state. Progress is being made though
(Yablonskiy, 1998). If resting state oxygenation in-
formation is implied, considerable assumptions have
to be made regarding blood volume and vessel ge-
ometry, among other things. Another problem with
BOLD contrast in general is that the same suscepti-
bility weighting that allows for the observation of the
functional contrast also contributes to many of the
artifacts in the images used. These artifacts include
signal dropout at tissue interfaces and at the base
of the brain. The problem becomes greater at higher
field strengths.

The advantages of perfusion contrast make it use-
ful for specific studies requiring a more calibrated
signal, but is generally less robust than BOLD con-
trast for cognitive brain activation mapping. The
first advantage is that quantitative maps of perfusion
changes can be obtained. The changes in signal are
simply due to perfusion changes and not based on
any complicating interactions of neurovascular cou-

pling and volume dynamics. Also, quantitative maps
of resting state or baseline perfusion are obtained in
every time series as well. With modulation of the
timing parameters such as the inversion time (TI),
specific parts of the vasculature may be isolated
based on their flow rates. Since the tag of inflow-
ing spins involves only the use of an RF pulse, the
technique is non-invasive. Lastly, since the basis of
the contrast is not susceptibility, an extremely short
TE can be used, significantly reducing susceptibility
artifacts. For this reason, this technique might be the
method of choice for mapping activation near the
problematic tissue interfaces and at the base of the
brain.

Perfusion imaging has several potentially pro-
hibitive disadvantages. First, the functional contrast
to noise is lower than BOLD contrast by a factor of
about 2 to 4, at field strengths below 3 T, leading
to the requirement of more temporal averaging (by a
factor of 4 to 16) to achieve similar quality activation
maps. Second, because of the time required to allow
the tagged blood to perfuse into the tissue of interest
(TI), a relatively long TR is required. The minimum
TR that is used is typically 2 s. Nevertheless, tech-
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niques are emerging that allow for a shorter TR to be
used (Duyn, Tan, van der Veen et al., 2000; Liu and
Gao, 1999; Wong, Luh and T, 2000) or that allow the
user to work around the long TR problem (Buxton,
Wong and Frank, 1998b; Buxton, Luh, Wong et al.,
1998a) by using periodically divisible TR and the
stimulus timing intervals. Third, because the tagged
spins undergo a decaying of signal (dictated by the
T1 of blood), all the images have to be acquired in
a very short time, putting a limit on the number of
slices obtained. In addition, each slice has a different
TI associated with it, making quantification slightly
more difficult. The typical upper limit of slices is
in the range of 5 to 10. Lastly, in a clinical setting
where mapping of baseline perfusion information
may be critical, ASL requires more time to create a
usable map than the blood volume mapping (perfu-
sion information can be derived from transit time)
technique that has been used clinically. For map-
ping baseline information, ASL is slower than blood
volume mapping by a factor of at least 3, which is
potentially critical when determining compromised
perfusion in acute stroke for instance.

Blood volume mapping has the same advantage
as ASL in that the information derived is unique,
and that baseline information of blood volume and
perfusion (which can be derived by taking into con-
sideration the measured transit time) can be obtained.
It has all the advantages of BOLD in that multi-slice
imaging is trivial and a very short TR can be used
if desired. As mentioned above, baseline information
can be mapped at least twice as fast as with ASL
techniques.

Blood volume mapping with a bolus injection
of a susceptibility contrast agent has its drawbacks.
Even though the contrast agents are nontoxic at the
doses given, the technique is considered invasive.
Larger doses or repeated doses become toxic. All
brain activation maps obtained with this technique
have involved separate runs of about 2 min each: the
first being a rest state and the second an activated
state. Since the number of repeated doses is limited,
a limit is placed on what types of cognitive questions
can be asked with the use of this technique. Because
of the limited number of brain activation studies
performed with this technique, it is difficult to draw a
conclusion regarding its relative functional activation
contrast to noise.
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CMRO, change mapping is still a work in
progress. Its big potential is that the information
is unique and perhaps most associated with neuronal
activity. Of course, to derive this information, several
still-unresolved assumptions about the hemodynamic
changes with a CO; stress and about the perfusion
and BOLD signal itself have to be made.

Since this method for mapping CMRO, changes
uses techniques that simultaneously map perfusion
and BOLD, it has all of the disadvantages of both
techniques, and at least one more. The additional dis-
advantage is that it typically requires the subject to
breathe a gas mixture of elevated CO, for a duration
of at least 2 min. This is slightly uncomfortable for
the motivated volunteer and may even be lethal to a
patient.

Sensitivity. Extraction of a 1-5% signal change
against a backdrop of thermal noise, physiologic
fluctuations, motion, and system instabilities requires
careful consideration of the variables which influ-
ence signal detectability. These range from factors
that optimize fMRI contrast, increase signal, reduce
physiologic fluctuations, and minimize artifactual
signal changes.

Contrast optimization. With regard to BOLD con-
trast, gradient-echo (or asymmetric spin-echo) se-
quences are typically used because they produce
the largest activation-induced signal changes by a
factor of 2 to 4 over other contrast sensitizations.
Gradient-echo images are collected during the free
induction decay of the signal after an initial RF pulse
is applied. This decay can be described by a signal
exponential function with a decay rate = 1/T2* or a
decay time of T2*. During activation, this decay rate
decreases slightly. The TE that optimizes contrast
when performing gradient-echo fMRI is that which
maximizes the difference between two exponential
decay rates (T2* during rest and T2* during acti-
vation). This maximization occurs at TE ~ resting
T2* (Bandettini, 1995). When performing spin-echo
fMRI, since changes in T2 are observed, the optimal
TE = resting T2. While the percent signal change
increases linearly with TE, the contrast — what mat-
ters — has a well-defined peak at TE ~ resting T2*.

With asymmetric spin-echo sequences, BOLD
contrast is optimized when the image is collected
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at a time, 7, from the spin-echo. To maximize BOLD
contrast, T should also be approximately equal to
T2* of the tissue. Asymmetric spin-echo sequences
require more time per slice than gradient-echo se-
quences, but are moderately less sensitive to pulsatile
flow-related fluctuations.

With arterial spin labeling, the typical goal is to
tailor the shape and of the tagged blood such that
the tagged blood only perfuses the tissue of interest
and does not flow through. This goal is to optimize
quantification or information content (Wong, 1999;
Wong et al., 1998). Maps having greater functional
contrast, but also contain blood which is flowing
through the tissue, can be created without the neces-
sary controls for quantification, improving signal to
noise by at least a factor of 2.

While not directly improving perfusion contrast
itself, ways for improving signal to noise without
compromising quantification include the use of as
short of a TE as possible. In single shot imaging,
starting at the center of k-space, as with spiral imag-
ing, allows for an extremely short TE (as short as
3 ms), allowing for higher signal to noise (Glover
and Lee, 1995; Noll, Cohen, Meyer and Schneider,
1995).

Methods exist that are able to collect both BOLD
contrast and perfusion contrast in a single run. These
include techniques that collect perfusion and BOLD
during separate segments of the run (Hoge et al.,
1999a), those that use the same images for per-
fusion and BOLD contrast calculations (Wong and
Bandettini, 1999), and those that employ a double
echo sequence, using the first echo (short TE: no
T2* weighting) for optimally obtaining perfusion in-
formation and the second echo (long TE: high T2*
weighting) for optimally obtaining BOLD informa-
tion.

Methodology

Methodology is used here as meaning the strategies
by which the technology and the understanding of
the signal is brought to bear towards specific ap-
plications. While this definition can be quite broad,
covering everything including subject handling, sub-
ject interface, data processing, and data pooling,
the focus in this section will primarily be on how
neuronal activation paradigms can be designed. A
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Neuronal Activation Input Strategies
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Fig. 9. Neuronal activation input strategies. These schematically
depict the methods by which neuronal activation can be played
out over time in a single time series. The neuronal activation
input strategies are closely tied to the processing methods and
with the specific questions being asked.
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schematic summary of these strategies is shown in
Fig. 9. A description of each of these is given below.

Block design

A block design paradigm was the first used in fMRI
and is still the most prevalent neuronal input strategy.
Essentially adapted from positron emission tomogra-
phy paradigm designs, it involves having a subject
perform a task for at least 10 s (to reach hemody-
namic steady state, discussed below), alternated for a
similar time with one or multiple control tasks. This
is a useful technique in that it is easy to implement
and standard statistical tests can be used to compare
each condition.

Parametric designs

The use of parametric designs appeared almost im-
mediately following block designs. One of the first
experiments performed, once it was observed that the
fMRI signal increased with activation, was to vary
the intensity of activation and characterize how the
response differentially tracks the intensity of activa-
tion in different regions of the brain (Binder, Rao,
Hammeke et al., 1994; Rao, Bandettini, Binder et al.,
1996; Kwong et al., 1992). The essential aspect of
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parametrically designed tasks is that the task itself
is varied in some systematic fashion and the corre-
sponding changes in the brain are compared rather
than simply the magnitudes themselves against a sin-
gle control task. The results from tasks such as these
are more directly interpretable in that if only two
conditions are compared, the magnitude of activation
is highly influenced by the resting venous blood vol-
ume in each voxel. When the task is systematically
varied, and the slopes compared on a voxel-wise ba-
sis, the spatial variations in blood volume and other
physiologic factors not related to brain activation are
controlled for to some degree. Parametric designs
can involve continuous variation of the stimuli or can
be set up in a blocked fashion, with each block in-
volving a different degree or intensity of stimulation.

Frequency encoding

Frequency encoding is probably the least common
of task designs, but perhaps lends itself optimally to
very specific types of stimuli. The method involves
designating a specific on—off frequency for each type
of stimulus used. Again, the use of Fourier analysis
to analyze the data reveals the most power under
a specific spectral peak corresponding to the brain
area specific to the particular on—off frequency. The
utility of this method has been demonstrated in the
mapping of left and right motor cortex by cueing
the subject to perform a finger-tapping task at dif-
ferent on—off rates for each hand (Bandettini, 1995;
Bandettini, Jesmanowicz, Wong and Hyde, 1993). In
general, the goal of any paradigm design is to encode
as much information as possible into a single time
series. This allows more precise comparisons since
a primary source of error is variation across time
series due to scanner instabilities or subject move-
ment. Keeping as many comparisons as possible in
one time series is a method to reduce the effects of
these variations.

Phase encoding

Phase encoding the stimulus input involves varying
some aspect of the stimuli in a continuous and cyclic
manner. This strategy has been most successfully
used in performing retinotopic mapping (DeYoe,
Carman, Bandettini et al., 1996; Engel, Glover and
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Wandell, 1997; Sereno, Dale, Reppas et al., 1995).
In this type of study, a visual stimulus ring is con-
tinuously varied in eccentricity, then, after the most
extreme eccentricity is reached, the cycle is repeated
again. The data are then typically analyzed using
Fourier analysis, mapping out the areas that show a
signal change temporal phase that correlates with the
stimulus phase. This is a powerful technique since it
makes use of the entire time series in that there are
no ‘off” states. It is also lends itself to Fourier anal-
ysis — a powerful analysis technique. This method
has also been used for somatotopic mapping (Servos,
Zacks, Rumelhart and Glover, 1998), and tonotopic
mapping (Talavage, Ledden, Sereno et al., 1996).

Event-related designs

Before 1995, a critical question in event-related
fMRI was whether a transient cognitive activation
could elicit a significant and usable fMRI signal
change. In 1996, Buckner et al. demonstrated that,
in fact, event-related fMRI lent itself quite well to
cognitive neuroscience questions (Buckner, Bandet-
tini, O’Craven et al., 1996). In their study, a word
stem completion task was performed using a ‘block-
design’ strategy and an event-related strategy. Robust
activation in the regions involved with word genera-
tion were observed in both cases.

Given the substantial amount of recent publi-
cations which use event-related fMRI (Bandettini
and Cox, 2000; Belin, Zatorre, Hoge et al., 1999;
Birn, Bandettini, Cox and Shaker, 1999; Buckner,
1998; Buckner, Koutstaal, Schacter et al., 1998b;
Buckner, Goodman, Burock et al., 1998a; Burock,
Buckner, Woldorff et al., 1998; Clare, Humber-
stone, Hykin et al., 1999; Constable, Carpentier,
Pugh et al., 2000; Dale, 1999; Davis, Kwan, Craw-
ley and Mikulis, 1998a; D’Esposito, Postle, Bal-
lard and Lease, 1999a; D’Esposito, Postle, Jonides
and Smith, 1999b; D’Esposito, Zarahn and Aguirre,
1999c; Friston, Josephs, Rees and Turner, 1998b;
Friston, Fletcher, Josephs et al., 1998a; Friston,
Zarahn, Josephs et al., 1999; Glover, 1999b; Josephs,
Turner and Friston, 1997; Josephs and Henson, 1999;
Kang, Constable, Gore and Avrutin, 1999; Kiehl,
Liddle and Hopfinger, 2000; McCarthy, 1999; Pinel,
Le Clec, van de Moortele et al., 1999; Postle and
D’Esposito, 1999; Rosen, Buckner and Dale, 1998;
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Schacter, Buckner, Koutstaal et al., 1997; Schad,
Wiener, Baudendistel et al., 1995), it can be probably
said that this is one of the more exciting develop-
ments in fMRI since its discovery.

The advantages of event-related activation strate-
gies are many (Zarahn, Aguirre and D’Esposito,
1997). These include the ability to more completely
randomize task types in a time series (Clark, Maisog
and Haxby, 1998; Dale and Buckner, 1997a; Mc-
Carthy, Luby, Gore and Goldman-Rakic, 1997), the
ability to selectively analyze fMRI response data
based on measured behavioral responses to indi-
vidual trials (Schacter et al., 1997), and the option
to incorporate overt responses into a time series.
Separation of motion artifact from BOLD changes
is possible by the use of the temporal response
differences between motion effects and the BOLD
contrast-based changes (Birn et al., 1999).

When using a constant ISI, the optimal ISI is
about 10 to 12 s. Dale and Buckner (1997b) have
shown that responses to visual stimuli, presented as
rapidly as once every 1 s, can be adequately sep-
arated using overlap correction methods. Overlap
correction methods are only possible if the ISI is
varied during the time series. These results appear to
demonstrate that the hemodynamic response is suf-
ficiently linear, or at least additive, to apply decon-
volution methods to extract overlapping responses.
Burock et al. (1998) has demonstrated that remark-
ably clean activation maps can be created using an
average ISI of 500 ms. Assuming the hemodynamic
response is essentially a linear system, there ap-
pears to be no obvious minimum ISI when trying
to estimate the hemodynamic response. Dale has
suggested that an exponential distribution of ISIs,
having a mean as short as psychophysically possible,
is optimal for estimation (Dale, 1999). Of course the
fastest one can present stimuli depends on the study
being performed. Many cognitive tasks may require
a slightly longer average presentation rate.

Recent work by Birn, Cox and Bandettini (2002)
and Liu, Frank, Wong and Buxton (2001) has de-
termined the optimal timing parameters to use when
performing variable ISI event-related studies. It turns
out that the optimal design depends on the question
being asked. If one is interested in simply making the
most robust map of activation, the longer the stimu-
lation duration the better, and the optimal ISI is such

Functional MRI Ch. 12

that the average ISI is the stimulus duration, result-
ing in a 50/50 distribution of on vs. off time. If one
is interested in creating the most accurate estimate of
the hemodynamic response — say for comparisons
of subtle changes in activation in a predetermined
region — then the shorter the task duration the bet-
ter. Aside from that the same rules apply. A 50/50
distribution of on vs. off time is optimal. These two
strategies result in extremely different optimization
curves, as shown in Figs. 10 and 11.

Orthogonal designs

Orthogonal task design is a powerful extension of
block design studies. The basic concept is that if one
designs two different task timings that would create
BOLD responses that are orthogonal to each other
(i.e. their vector product is zero), then these tasks can
be performed simultaneously during a single time se-
ries collection with no cross-task interference, mak-
ing comparison much more precise. This technique
was first demonstrated by Courtney, Ungerleider,
Keil and Haxby (1997). In their study, six orthog-
onal tasks were designed into a single time series.
This type of design also lends itself to event-related
studies.

Free behavior designs

For many types of cognitive neuroscience questions,
it is not possible to precisely constrain the timing
or performance of a task. It is necessary then to
allow the subject to perform the task ‘freely’ and
take a continuous measurement of the performance,
then use this measurement as a reference function
for subsequent time series analysis. Examples of
this type of design are emerging. As an example,
the skin conductance changes are difficult to pre-
dict or control. In a study by Patterson, Bandettini
and Ungerleider (2000), skin conductance was si-
multaneously recorded during an array of tasks and
during ‘rest’. The skin conductance signal change
was then used as a reference function in the fMRI
time series analysis. Several cortical and subcortical
regions were shown to have signal changes that were
highly correlated with the skin conductance changes.
Without the use of this measurement, these signal
changes would appear as noise. It is thought that
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Fig. 10. Detectability (essentially the ability to make a statistical map) vs. average ISI for stimuli with varying ISI (points and dashed
line) and constant ISI (solid lines) for 3 different minimum stimulus durations: 1000, 2000, and 4000 ms. Stimulus patterns with
larger minimum stimulus durations (SD) are more similar to blocked designs, varying more slowly between task and control states.
Detectability increases with larger minimum stimulus durations. (Adapted from Birn et al., 2002.)
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Fig. 11. Estimation accuracy (essentially the ability to characterize the hemodynamic response from a pre-defined region) vs. average ISI
for stimuli with varying ISI (points and dashed line) for 3 different minimum stimulus durations: 1000, 2000, and 4000 ms. Stimulus
patterns with larger minimum stimulus durations (SD) are more similar to blocked designs, varying more slowly between task and
control states. Estimation accuracy increases with smaller minimum stimulus durations. (Adapted from Birn et al., 2002.)

this type of design will become more prevalent as Interpretation
methods to precisely monitor subject performance or
state become more sophisticated. For many users, the issues involved with determining

the precise neural underpinnings of BOLD contrast
may seem a esoteric after more than 10 years of
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successful implementation of fMRI. It is clear that
changes in BOLD contrast-derived maps, for the
most part, correlate well with maps derived using
other techniques. BOLD is successful for these rea-
sons. While the success of BOLD contrast has of
course allowed new insights into to be human brain
function to be derived, the technique can certainly
have much more potential in regard to spatially re-
solved quantitation of neuronal activity. We, as users,
would love to use it for ever more applications: more
precise comparison of subject populations, paramet-
ric manipulations, and extraction of transient neu-
ronal activity; better understanding networked activ-
ity, understanding coupling variations in disease and
healthy subjects, and for deriving maps of resting
state activity.

In this section, the specific characteristics, includ-
ing location, latency, magnitude, and linearity of the
fMRI signal will be described in more detail. Em-
phasis will be placed on the how this understanding
relates to practical implementation of fMRI.

Location

In resting state, hemoglobin oxygen saturation is
about 95% in arteries and 60% in veins. The increase
in hemoglobin saturation with activation is largest
in veins, changing in saturation from about 60%
to 90%. Likewise, capillary blood changes from
about 80% to 90% saturation. Arterial blood, already
saturated, shows no change. This large change in
saturation is one reason why the strongest BOLD
effect is usually seen in draining veins.

The second reason why the strongest BOLD effect
is seen in draining veins is that activation-induced
BOLD contrast is highly weighted by blood volume
in each voxel. Since capillaries are much smaller
than a typical imaging voxel, most voxels, regardless
of size, will likely have about 2% to 4% capillary
blood volume. In contrast, since the size and spacing
of draining veins is on the same scale as most
imaging voxels, it is likely that veins dominate the
relative blood volume in any voxel that they pass
through. Voxels that pial veins pass through can have
100% blood volume while voxels that contain no
pial veins may have only 2% blood volume. This
stratification in blood volume distribution strongly
determines the magnitude of the BOLD signal.

Functional MRI Ch. 12

As suggested in Fig. 7, different pulse sequence
weightings can result in different locations of acti-
vation. For instance, in regard to imaging perfusion
and BOLD contrast, while much overlap is seen, the
hot spots vary by as much as 10 mm. The perfusion
change map in is sensitive primarily to capillary
perfusion changes, while the BOLD contrast activa-
tion map is weighted mostly by veins. A potential
worry regarding fMRI location is that venous blood,
flowing away from the activated area, may maintain
its elevated oxygen saturation as far as a centimeter
away. When observing brain activation on the scale
of centimeters, this has not been a major concern.
Nevertheless this issue will be discussed in detail
later in the chapter.

Latency

One of the first observations made regarding fMRI
signal changes is that, after activation, the BOLD
signal takes about 2 to 3 s to begin to deviate
from baseline (Bandettini, 1993; Frahm et al., 1992).
Since BOLD signal is highly weighted towards ve-
nous oxygenation changes, with a flow increase, the
time for venous oxygenation to begin to increase will
be about the time that it takes blood to travel from
arteries to capillaries and draining veins, i.e. 2 to
3 s. The hemodynamic ‘impulse response’ function
has been effectively used to characterize much of
the BOLD signal change dynamics (Cohen, 1997;
Friston et al., 1998b; Josephs et al., 1997). This
function has been empirically derived by performing
very brief and well-controlled stimuli. In addition
it can be derived by deconvolving the neuronal in-
put from the measured hemodynamic response (Dale
and Buckner, 1997b; Glover, 1999b). This type of
analysis assumes that the BOLD response behaves
in a manner that can be completely described by
linear systems analysis, which is still an open is-
sue. Regardless, observed hemodynamic response to
any neuronal activation can be predicted with a rea-
sonable degree of accuracy, by convolving expected
neuronal activity timing with the BOLD ‘impulse
response’ function. This function has typically been
mathematically described by a Gamma Variate func-
tion (Cohen, 1997).

If a task onset or duration is modulated, the accu-
racy to which one can correlate the modulated input
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parameters to the measured output signal depends on
the variability of the signal within a voxel or region
of interest. In a study by Savoy, O’Craven, Weis-
skoff et al. (1994) addressing this issue, variability
of several temporal sections of an activation-induced
response were determined. Six subjects were stud-
ied, and for each subject, ten activation-induced re-
sponse curves were analyzed. The relative onsets
were determined by finding the latency with which
the correlation coefficient was maximized with each
of three reference functions, representing three parts
of the response curve: the entire curve, the rising
section, and the falling section. The standard devi-
ation of the whole curve, rising phase, and falling
phase were found to be 650 ms, 1250 ms, and 450
ms, respectively (Savoy, Bandettini, Weisskoff et al.,
1995).

Across-region and within-region variations in the
onset and return to baseline of the BOLD signal
during primary visual activation (Saad, Ropella, Cox
and DeYoe, 2001) and cognitive tasks have been ob-
served (Buckner et al., 1996). For example, during
a visually presented event-related word stem com-
pletion task Buckner et al. (1996) reported that the
signal in visual cortex increased about 1 s before
the signal in the left anterior prefrontal cortex. One
might argue that this observation makes sense from a
cognitive perspective since the subject first observes
the word stem, then, after about a second, generates
a word to complete this task. Others would argue that
the neuronal onset latencies should not be more than
about 200 ms. Can inferences of the cascade of brain
activation be made on this time scale from fMRI
data? Without a method to constrain, or work around
the intrinsic variability of the onset of BOLD signal
over space, such inferences should not be made in
temporal latency differences below about 4 s.

Lee and Glover were the first to observe that the
fMRI signal change onset within the visual cortex
during simple visual stimulation varied from 6 s to
12 s (Lee, Glover and Meyer, 1995). These latencies
were also shown to correlate with the underlying
vascular structure. The earliest onset of the signal
change appeared to be in gray matter and the latest
onset appeared to occur in the largest draining veins.
Similar latency dispersions in motor cortex have
been observed. In one study, latency differences,
detected in visual cortex using the Hilbert transform,
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Fig. 12. Maps of activation latency and magnitude in the primary
motor cortex during a finger-tapping task. The bottom of the
image shows a venogram from the same region. Note that the
spread of latencies is £2 s even within the motor cortex and
that the latency spatially correlates with the magnitude. Also, the
area where the highest signal change correlates with the longest
latency and with the area where a vein is are clearly delineated
in the venogram.

did not show a clear correlation of latency with
evidence for draining veins (Saad and DeYoe, 1997).
Fig. 12 shows functional magnitude and latency
maps of the motor cortex as well as a venogram
from the same region (taken from Fig. 8). Note first
that the spread in latency is &2 s. Also note that the
magnitude of the response roughly correlates with
the latency, further supporting the generally observed
phenomenon that large veins give the largest BOLD
signal as well as the signal that is most delayed, i.e.
downstream. Lastly, the venogram confirms the clear
presence of larger vessels in the area of the largest
latency.

Recent results (Bandettini, 1999; Menon and
Kim, 1999; Menon et al., 1998) have demonstrated
‘mental chronometry’ involving the use of system-
atically varied stimuli and subsequent observation
of how the hemodynamic latencies vary in corre-
spondence to the stimuli timing. They were able to
demonstrate that latency modulations on the order
of 100 ms can be extracted. This type of work has
also been expanded to cognitive paradigms (Richter,
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Ugurbil, Georgopouloos and Kim, 1997b; Richter,
Andersen, Georgopolous and Kim, 1997a).

Magnitude

The magnitude of the fMRI signal change is in-
fluenced by variables that can vary across subjects,
neuronal systems, and voxels (Bandettini and Wong,
1995). To make a complete and direct correlation
between neuronal activity and fMRI signal change
magnitude, in a single experiment, all the variables
that influence these changes must be characterized on
a voxel-wise basis. Because of these primarily physi-
ologic variables, brain activation maps will typically
show a range of BOLD signal change magnitude
from 1% to 5% (at 1.5 T, GE sequence, TE = 40
ms). In the past several years, considerable progress
has been made in characterizing the magnitude of
the fMRI signal change with underlying neuronal
activity. Models have advanced considerably. Fig. 13
shows a flow chart roughly outlining both the com-
plicating factors behind the fMRI signal as well as
the richness of information contained in it.

First, as mentioned previously, it was clear that
areas that showed significant BOLD signal change
were in the appropriate neuronal area corresponding
to specific well-characterized tasks. Second, inferred
neuronal modulation was carried out by systemati-
cally varying some aspect of the task. Clear correla-
tions between BOLD signal change magnitude and
visual flicker rate, contrast, word presentation rate,
and finger-tapping rate were observed (Binder et al.,
1994; Kwong et al., 1992; Rao et al., 1996; Tootell,
Reppas, Kwong et al., 1995). This parametric exper-
imental design represented a significant advance in
the manner in which fMRI experiments were per-
formed, enabling more precise inferences, not about
the BOLD signal change with task modulation. Still,
of course, the degree of neuronal activation (i.e. inte-
grated neuronal firing over a specified area) was still
inferred.

Recently, several studies have emerged correlat-
ing measured neuronal firing rate with well known
stimuli in animals (Disbrow, Slutsky, Roberts and
Krubitzer, 2000) and humans (Heeger, Huk, Geisler
and Albrecht, 2000; Rees, Friston and Koch, 2000),
demonstrating a high correlation between BOLD
signal change and electrophysiological measures. A
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review article by Heeger et al. also does an excel-
lent job in summarizing the literature linking neu-
ronal activity (spiking rate, local field potential) with
hemodynamic changes (perfusion, BOLD) (Heeger,
1999). A recent article by Logothetis, Pauls, Augath
et al. (2001) using simultaneous measures of elec-
trical activity and BOLD contrast in primate visual
cortex has shown a linear relationship between neu-
ronal activity and stimuli contrast, with one caveat:
the lower the level of neuronal activity, the more
BOLD contrast over-estimated the degree of neu-
ronal activity. In other words, BOLD contrast does
indeed change in proportion to the degree neuronal
activity, but the relative rate at which it changes with
neuronal activity is generally less. Results from this
article not only impacted how fMRI signal changes
are interpreted in terms of magnitude of change with
a change in a task but also perhaps shed light on
some issues regarding the dynamics of fMRI con-
trast, as described below.

Linearity

Understanding the relationship between fMRI sig-
nal change magnitude and neuronal firing rate is
critically important in the better interpretation of
experimental results but also in experimental de-
sign. Described above was the relationship between
BOLD signal change magnitude and neuronal ac-
tivity at steady state or after several seconds of
continuous activity. Described in this section is the
relationship between BOLD contrast and neuronal
activity over time during very brief neuronal stim-
ulation. Does BOLD signal change increase in a
manner that is directly linear with stimulus dura-
tion? It has been found that, with very brief stimulus
durations, the BOLD response shows a larger sig-
nal change magnitude than expected from a linear
system (Boynton, Engel, Glover and Heeger, 1996;
Vazquez and Noll, 1998). This greater-than-expected
BOLD signal change is generally specific to stim-
uli durations below 3 s. Reasons for greater-than-
expected event-related response may be neuronal,
hemodynamic, and/or metabolic in nature. The neu-
ronal input may not be a simple boxcar function.
Instead, an increased neuronal firing rate at the on-
set of stimulation (neuronal ‘bursting’) may cause
a slightly larger amount of vasodilatation than later
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Fig. 13. Schematic diagram of the evermore complicated and interesting relationships between changes in neuronal activation, change in
cerebral metabolism and hemodynamics, and changes in the appropriately weighted MRI pulse sequence.

plateaus at a lower steady state level. Results from
Logothetis et al. (2001) have demonstrated clearly
this ‘bursting’ at the onset of visual stimulation. In
the visual cortex, this effect has been extremely well
characterized in past literature describing single unit
recordings.

BOLD contrast is highly sensitive to the interplay
of blood flow, blood volume, and oxidative metabolic
rate. If, with activation, any one of these variables
changes with a different time constant, the fMRI
signal may show fluctuations until a steady state is
reached (Buxton, Wong and Frank, 1997; Frahm,
Kriiger, Merboldt and Kleinschmidt, 1996).

Recent results from Birn et al. have suggested
that, based on the spatial distribution of these ‘non-
linearities’ (not spatially correlated with latency or
magnitude — indicators of hemodynamic character-
istics) and on the fact that the transiently high signal
changes remain high for about the same duration as
the neuronal transients, the origin of the greater-than-
expected responses may be neuronal (Bandettini and
Ungerleider, 2001). A summary of these results is
shown in Fig. 14. This result also gives hope in that
these transient neuronal firing characteristics may be
mappable, pushing fMRI signal into a new realm of
interpretability.
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Applications

Over the past decade, applications of fMRI have
expanded as the technology, methodology, and in-
terpretation has improved. Two primary areas of
application have included basic research — under-
standing the organization of the healthy human brain
— and clinical research.

Basic research has involved describing with
greater precision and robustness, the functional
anatomy of systems in the developing and adult
brain that include motor, visual, auditory, tactile,
taste, language, attention, emotion, learning, prim-
ing, plasticity, and memory.

Clinical research has involved two primary av-
enues. The first is towards robust daily clinical ap-
plication. Roust clinical application depends on the
creation of a means by which all types of patients
can be rapidly and reproducibly scanned for the pur-
poses of presurgical mapping, perfusion assessment,
or vascular reserve assessment. Using fMRI in the
clinic requires the implementation of a method by
which immediate feedback is provided to the user to
ensure quality control, accurate functional localiza-
tion, and sufficient brain coverage, and implemen-
tation of methods by which regions of activation
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Fig. 14. (a) Summary of the dynamic nonlinearities that are commonly observed in fMRI. Short-duration stimuli elicit larger-than-
expected responses. (b) The relative amplitudes of the responses vs. stimulus durations, calibrated to a long-duration stimulus duration.
Note that the stimuli behave more in a more ‘linear’ manner after 2 s of sustained stimulation. (c) Not all voxels have the same type of
nonlinear response. This is a map of the spatial heterogeneity of the dynamic nonlinearity. The two possible sources of this are neuronal

or hemodynamic; an avenue of ongoing research.

are rapidly registered to useful anatomical landmarks
that can then be used as guides in the context of
neurosurgical procedures.

The second clinical application has been towards
understanding the functional mapping correlates of
specific diseases or disorders so that diagnosis may
be assisted by functional imaging. Diseases that
have been studied have included schizophrenia, and
Alzheimer’s disease. Disorders that have been stud-
ied have included obsessive—compulsive disorder,
depression, dyslexia, attention deficit disorder, and
addiction.

While these studies are preliminary, steady
progress is being made towards using fMRI to better
understand human brain organization and on a mean-
ingful temporal and spatial scale, and to utilize this
understanding towards the making of more precise
diagnoses or assessments.

Conclusions

It is a truly exciting time to be using functional
MRI. Issues involving methodology and interpreta-
tion are being steadily worked, technology is im-
proving daily, and the types of questions asked in
the context of the fMRI experiment are continu-
ally becoming more clever and powerful. Technol-
ogy, methodology, interpretation, and applications of
fMRI have been described in this chapter. The goal
was that the reader would come away not only with
a better perspective of what has been done and how
to do it but also a sense what may be possible with
fMRI in the future. Along with this perspective, it is
hoped that just enough detail was supplied to give the
reader insight into all aspects of fMRI and perhaps
some new ideas as to how to use fMRI for their own
questions. The technique has developed considerably
since the first noisy signals were observed over a
decade ago. More progress is certainly on the way
for years to come.
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